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[1] A method is developed for accurate retrieval of thin cloud optical depth from
measurements of a multifilter rotating shadowband radiometer (MFRSR). A key feature of
this technique is correction of strong forward scattering of solar radiation into the
instrument’s field of view, which causes underestimation of retrieved cloud optical depth.
To develop the correction method, measurements from the MFRSR under various
atmospheric conditions are simulated by using a modified DISORT code that can
accurately compute radiative intensity for strong forward scattering by thin clouds. These
simulations are used to develop a polynomial fitting technique that corrects forward
scattering into direct beam component. The correction is then applied to real MFRSR
measurements. First, temporal and spectral variations in direct beam observations are used
to discriminate between aerosol and thin cloud conditions. The true thin cloud optical
depth, then, is inferred by removing background aerosol optical depth and by applying the
polynomial fitting technique to correct the forward scattering contribution. An analysis
of uncertainties associated with this method is also conducted and the results show that the
retrievals are accurate to better than 5% or 0.05 when optical depth is less than 1. INDEX
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1. Introduction

[2] Clouds play key roles in the atmospheric energy
balance and in the hydrological cycle and hence in the
earth’s climate system. Factors that govern transmission,
reflection and absorption of radiation in a cloudy atmo-
sphere include cloud microphysical properties, optical
thickness, single scattering albedo, and phase function, as
well as cloud geometry and the surface albedo. Consider-
able research has been conducted to understand the role of
clouds in climate change, but observational evidence of
even the sense of cloud feedback is still lacking, particularly
how the optical thickness of clouds respond to climate
perturbation. In the absence of such evidence, large uncer-
tainty remains of the sensitivity of the climate system to
doubling of CO2 [Intergovernmental Panel on Climate
Change (IPCC), 2001]. More substantial evidence of cloud

properties and their spatial and temporal variation is there-
fore crucial to further advancement in the understanding of
global climate change.
[3] Various efforts have been made to derive cloud optical

and microphysical properties from passive radiometric
measurements. King et al. [1997, and references therein]
provide a comprehensive review of efforts to derive cloud
optical properties from space-borne sensors measuring emer-
gent radiation at the top of the atmosphere. For surface-based
sensors, several retrieval algorithms have been proposed to
infer cloud optical depth and effective radius. These include
narrow band spectral measurements and broadband mea-
surements for overcast clouds [Leontieva and Stamness,
1996; Min and Harrison, 1996a; Dong et al., 1997],
and normalized difference cloud indexes for broken clouds
[Marshak et al., 2000; Baker and Marshak, 2001]. All
the methods referred to above utilize diffuse radiation
measurements to retrieve optical properties of relatively
thick clouds by applying a complex radiative transfer model
with various assumptions. This approach, however, is inef-
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fective for clouds that are optically thin and that produce
inhomogeneous scattering in the atmosphere, such as bound-
ary layer cumulus, cirrus, and cirrostratus. These clouds
are among the most common clouds and therefore the
retrieval methods cited above may in effect fail to accurately
observe a measurable amount of the global cloud optical
properties due to violations of retrieval assumptions in
one way or another. It is widely known that the properties
of optically thin clouds can be determined from measure-
ments of transmission of the direct solar beam using
Beer’s law. The accuracy of cloud optical properties deter-
mined in this way is compromised by contamination of
the direct transmission by light that is scattered into the
sensors field of view. This phenomenon is dominant under
thin cirrus conditions, particularly in the case of cirrus
clouds where strong forward scattering by ice crystals
occurs; a Sun photometer captures this forward scattered
radiation within its field of view (FOV) in addition to
the attenuated direct solar beam. The unwanted scattered
radiance will result in an overestimation of the cloud
transmission, and further result in an underestimation of the
derived cloud optical depth. Several researchers [Raschke
and Cox, 1983; Shiobara and Asano, 1994] have devised
correction schemes that remove the scattered forward radi-
ance for retrieval of cloud optical depth from finite FOV
photometer measurements, and the present study adds to this
body of work as described below.
[4] Hundreds of the multifilter rotating shadowband

radiometers (MFRSR) have been deployed globally. The
MFRSR is a seven-channel radiometer with six passbands
10 nm FWHM centered near 415, 500, 610, 665, 862, and
940 nm, and an unfiltered silicon pyranometer [Harrison et
al., 1994]. It uses an automated shadowbanding technique to
measure the total-horizontal, diffuse-horizontal, and direct-
normal spectral irradiances through a single optical path. It
guarantees that the separated spectral irradiance components
share the same passbands and calibration coefficients; hence
the Langley regression of the direct-normal irradiance taken
on clear stable days can be used to extrapolate the instru-
ment’s response to the top of the atmosphere, and this
calibration can then be applied to both components of
irradiance. Transmittances can be subsequently calculated
under cloudy conditions as the ratio of the uncalibrated
output to the extrapolated top-of-the-atmosphere value.
Min and Harrison [1996a] have developed a family of
inversion methods to infer optical properties of warm clouds
from diffuse measurements of a MFRSR at 415 nm channel,
using a nonlinear least squares method (NLSM) in conjunc-
tion with an adjoint formulation of radiative transfer [Min
and Harrison, 1996b]. In this study, we take advantage of
simultaneous spectral measurements of direct and diffuse
transmittances of a MFRSR and temporal variations to
retrieve optical depths for optically thin clouds from direct
beam irradiance. A key feature of this work is that it
develops a technique that corrects for contamination of the
measured direct transmittance by strong forward scattering,
and thereby considerably improves the accuracy of the
retrieved properties. This paper is organized as follows: in
section 2, we derive the retrieval method for aerosol and
apparent thin cloud optical depth based on spectral and
temporal characteristics of observed clouds and aerosols.
Further, we estimate the true cloud optical depth by correct-

ing the forward scattering contribution into the instrument’s
FOV. We accomplish this by developing a simple correction
scheme that we derive from simulating MFRSR measure-
ments of thin clouds using a fast radiation transfer model.
This radiation transfer model is developed by combining the
delta-fit method [Hu et al., 2001] with synthesis of the
singly- plus multiply-scattered intensities [Nakajima and
Tanaka, 1988]. In section 3, we apply this retrieval algorithm
to actual measurements obtained by an MFRSR that is
deployed at the Atmosphere Radiation Measurement
(ARM) Southern Great Plaint (SGP) site and investigate
the consistency and uncertainty of the algorithm.

2. Retrieval Algorithm of Optically Thin Clouds

[5] For direct beam, the Bouguer-Lambert-Beer law can
be written as

Idir ¼ exp � tray þ tgas þ taer þ tcld
� �

A0

� �
ð1Þ

where I dir is the transmittance of direct beam at the solar air
mass A0, which depends on the solar zenith angle. tray, tgas,
taer, and tcld are optical depths of Rayleigh scattering,
gaseous absorption, aerosol extinction, and cloud extinc-
tion, which are strongly wavelength dependent.
[6] The optical depth of Rayleigh scattering is approxi-

mated as [Hansen and Travis, 1974]

tray ¼ 0:008569l�4 1þ 0:0113lþ 0:00013l2
� �

P=P0 ð2Þ

where the wavelength, l, is in micrometers, and we use the
average pressure, P, at the site relative to sea level pressure,
P0. The Rayleigh optical depth at the most sensitive channel
(415) is uncertain to about 0.004 for variations of 10 mb
from the standard pressure assignment and variations of
temperature, humidity, and pressure profiles.
[7] The interference of gaseous absorption on retrievals

is minimized by using the 415 and 860 nm channels for
our retrieval. At these channels only ozone has a small
impact on transmittance, and an assumption of ozone
absorption at 300 Dobson Units results in ozone optical
depths of 0.0001 and 0.0015 for 415 nm and 860 nm
channels, respectively. The uncertainty of ozone optical
depth due to variations of boundary layer ozone concen-
trations from the assumption of 300 Dobson Units is also
negligible, less than 0.0002.
[8] In general, aerosol size distributions follow a power

law agreement, which leads to the following Angstrom’s
empirical relationship between aerosol optical depth and
wavelengths [Angstrom, 1929; Junge, 1963]:

taer lð Þ ¼ bl�a ð3Þ

where b and a are constants determined as

a ¼ � ln t415aer =t
860
aer

� �
= ln 0:415=0:860ð Þ

b ¼ t415aer =0:415
�a

ð4Þ

[9] The Angstrom exponent a is an indicator of aerosol
particle size because it ranges from 4 to 0 corresponding to
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sizes that are valid for scattering in the Rayleigh and Mie
scattering regimes, respectively. Observations show that
continental aerosols have a typical value of 1.3 with a slight
seasonal variation [Michalsky et al., 2001]. The other
constant, b, in the Angstrom relationship is related to the
extent of aerosol loading in the atmosphere, which changes
more rapidly than the size of aerosol particles. The fact that
these two coefficients change on different temporal scales
can be exploited as a means of characterizing aerosols in
retrievals.
[10] Clouds, with particle sizes much larger than the

wavelength of light, show extremely weak wavelength
dependence; thus the following simple linear relationship
is used to link optical depths at 415 and 860 nm

t415cld ¼ st860cld ð5Þ

where the coefficient is about 0.989 and 0.968 for water and
ice clouds, respectively [Hu and Stamnes, 1993; Fu, 1996].
[11] Under normal atmospheric conditions, Rayleigh and

ozone optical depths are relatively fixed with only very
minor variations. Therefore, we assume that Rayleigh and
gaseous optical depths are constant and defined as given
above. After removal of molecular scattering and absorp-
tion, the apparent optical depths (logarithm of measured
direct beam) at 415 and 860 nm channels are

t415 ¼ b0:415�a þ t415cld

t860 ¼ b0:860�a þ t415cld =s
ð6Þ

[12] There are three unknown parameters with two equa-
tions so to distinguish aerosol and cloud optical depths in
the total apparent optical depth we rely on differences in the
temporal and spectral characteristics of aerosols and clouds.
When clouds are broken, which is usually the case for thin
clouds, we can determine aerosol optical properties from
direct beam measurements during the broken periods. For
continental aerosols, the mean value of is about 1.3 with a
minimum of 0.8 in the winter [Michlasky et al., 2001].
Therefore, the following threshold values can be used to
distinguish cloud and aerosol periods:

athre ¼
0:8max að Þ; a > 1

0:8; otherwise

8<
: ð7Þ

[13] This states that if the maximum value of a for a
given day is greater than 1 then athre is set equal to 80% of
that value otherwise it is set to 0.8. When the exponent a
determined from both channels of 415 and 860 nm is larger
than athre, we assume the period to be clear-sky. Otherwise
we consider the period to be cloudy. Furthermore, the
temporal scale of the presence of thin clouds over the sensor
is on the order of minutes, while the temporal scale of
aerosols is on the order of hours. Since the composition and
size distribution of aerosols (which is related to the Ang-
strom’s exponent a) change much slower than the number
density of aerosols, we assume a constant value of a as athre

during the presence of clouds. Both coefficients of b and
t415cld then are inferred from the 415 and 860 nm channels.

The retrieved cloud optical depth (t415cld ) however, is con-
sidered to be an apparent optical depth because it is based
on measurement of direct beam transmittance that includes
light that has been scattered into the instruments FOV.
Determining the true optical depth will require removal of
this strong forward scattering contribution. This is
addressed further in the following section.

3. Correction of Forward Scattering

[14] We develop a data set of simulated MFRSR mea-
sured intensities to correct for the forward scattering, but
computing the radiation intensity of clouds is very chal-
lenging, particularly for the solar aureole region, because of
the strong forward peak of the phase function. For the
discrete ordinate methods, it requires a large number of the
Legendre polynomial terms to represent the d function-like
forward peak feature. The d-M method, which takes advan-
tage of the fact that the higher-order terms in the Legendre
polynomial expansion contribute primarily to the forward
peak, truncates the Legendre polynomial to effectively
remove the forward peak and has proven to be a most
reliable means for flux computations [Wiscombe, 1977].
However, if there are insufficient streams in the expansion,
the d-M method results in oscillation of the truncated phase
function and causes problems for radiance computations in
both forward and backward directions. Nakajima and
Tanaka [1988] proposed a procedure to yield the intensity
field with an error of less than 1% by combining the d-M
method with exact computation of low orders of scattering.
Hu et al [2000] developed a fast d-fit method to accurately
estimate the backscattered radiance by fitting the phase
function with a small set of Legendre polynomial expansion
coefficients. We modify the DISORT radiative transfer code
[Stamnes et al., 1988] by combining the d-fit method with
the Nakajima-Tanaka correction procedure to accurately and
rapidly compute radiances in both forward and backward
directions.
[15] In the DISORT, the total downward flux must be the

same whether we use d-fit scaling and forward scattering
correction or not. That is,

F�
d �tð Þ þ m0F

Se��t=m0 ¼ F�
d tð Þ þ m0F

Se�t=m0 ð8Þ

where Fs, Fd
�(�t), and Fd

�(t) are the Solar flux, the d-fit
scaled downward diffuse flux, and the unscaled downward
diffuse flux, respectively. The optical depths with and
without the d-fit scaling are �t and t, respectively. The
unscaled downward diffuse flux is recovered by

F�
d tð Þ ¼ F�

d �tð Þ þ m0F
S e��t=m0 � e�t=m0
� 	

[16] Further, the total downward diffuse intensity, IT, is
determined by combining the multiple scattering intensity
based on the d-fit scaling, IM, and the low order scattering
intensity based on the Nakajima-Tanaka procedure, IL, as in

F�
d tð Þ ¼

Z 2p

0

df
Z 1

0

mIT t; m;fð Þdm ¼
Z 2p

0

df
Z 1

0

m IM þ eIL
� �

dm

¼ F�
d �tð Þ þ m0F

S e��t=m0 � e�t=m0
� 	

ð9Þ
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where the coefficient e is adjusted to ensure consistency
between the total downward diffuse intensity and the
downward flux. Basically, we correct the intensity field
according to accurate lower order scattering and simulta-
neously ensure consistency between the intensity and the
flux.
[17] In the following simulations, we use the Air Force

Geophysics Laboratory (AFGL) midlatitude model and
aerosol profile from MODTRAN [Berk et al., 1989]. We
divide the atmosphere into 20 layers and confine the cloud
layers at 1–2 km and 5–6 km for water and cirrus clouds,
respectively. Figure 1 shows the phase functions used in our
simulation, which for aerosols and water clouds are calcu-
lated using Mie theory. The phase function given by Takano
and Liou [1989] for ice crystals is used for cirrus clouds. To
get accurate radiance, we use 64 streams in the Legendre
polynomial expansion. The simulated radiation intensities
of water and cirrus clouds are shown in the Figure 2a and
2b, respectively. In both simulations, the cloud optical depth
is 1 and the solar zenith angle is 45 degrees. Differences in
the radiance field between the two cloud types are clearly
evident in the Figure. Except for halos at 23 and 46 degrees
for cirrus clouds, the solar aureole for cirrus clouds is much
stronger and changes more rapidly than for water cloud.
[18] Harrison et al [1994] described the shadow band

blocking mechanism and geometry of a MFRSR in detail.
The shadow band blocks the sun with an umbral angle of
3.27 and polar angles from 0 to about 90 degrees. The
MFRSR also takes measurements at 9 degrees on either
sides of the solar-detector direction (two sided measure-
ments) with the same block geometry to make a first order
correction of the forward scattering contribution. Figure 3
shows the simulated direct beam measurements of the
MFRSR at the 415 nm channel and its blocking components
for a solar zenith angle at 45 degrees with slant-path optical

depth from 0.412 to 5.6. The blocked diffuse component
into the FOV of MFRSR (blocked_direct) increases with
increasing optical depth and reaches a maximum at an
optical depth of 2.0, and then decreases. The blocked
diffuse components at both sides (blocked_side) increase
with increasing optical depth. The difference of the blocked
diffuse components between the sun direction and side
directions is negligibly small for isotropic Rayleigh scatter-
ing and for small background aerosol conditions. The
difference, however, increases significantly for increasing
cirrus cloud optical depth when the optical depths are less
than 2.0. For cloud optical depth 2.0 and greater the diffuse
radiance becomes more isotropic and the difference of
blocked diffuse components between both directions grad-
ually reduces. Under cirrus cloud conditions, the first-order
correction from side-blocking makes a small portion of the
needed correction (10 to 25%), however, we would suggest
that two more side-block measurements at smaller angles
might improve the correction, particularly with a nonlinear
correction scheme. The simulated direct transmittance of the
MFRSR is substantially larger than the true direct transmit-
tance. Therefore, without the correction of forward scatter-
ing, it will result in an underestimation of the cloud optical
depth.
[19] Consideration of the observation geometry of the

MFRSR indicates that the relationship between apparent
optical depth (tP) and true optical depth (tT) is not linear
and depends on the solar zenith angle. Therefore, for this
relationship we propose the following polynomial fit

tP ¼ a=m0 þ b tT
� �1þc tT

� �2þd tT
� �3 ð10Þ

[20] In order to better account for the dependency of solar
zenith angle, we fit our simulated observation for three

Figure 1. The phase functions of aerosol, water cloud, cirrus cloud, and HG with g = 0.75.
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intervals of solar zenith angle: less than 45, between 45 and
60, greater than 60 degrees. The fitting results for both
water and cirrus clouds are listed in Table 1. It is difficult to
distinguish between ice and water clouds from the MFRSR
measurements alone, but other sensors can provided infor-
mation of cloud type enabling proper application of the
appropriate fitting results for accurate retrieval of thin cloud
optical depths. Even without knowledge of cloud type this
technique provides information on the bounds of possible
optical depth for thin clouds in general. A source of
uncertainty in the retrieval results from the differences
between the idealized phase functions used and the phase

function of real cloud, particularly cirrus cloud composed of
ice crystals with complex shapes. Based on sensitivity
analysis, we conclude that the uncertainty associated with
real phase function will introduce an additional 5% error
into the retrievals with respect to ice or water clouds.
[21] The left panel of Figure 4 shows the simulated and

the fitted transmittances from the MFRSR for cirrus clouds
with a solar zenith angle of 45 degrees, as well as the direct
transmittance without contamination by forward scattering.
It exhibits an excellent agreement between the fitted and
simulated values, indicating that a good fitting function was
selected. The right panel of Figure 4 shows the comparison

Figure 2. Simulated radiation intensities of water cloud and cirrus cloud.
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of the true and inferred optical depths. The apparent optical
depth (without correction of forward scattering, ‘‘P’’ in the
Figure) is substantially smaller than the true optical depth,
and the difference increases with increasing cloud optical
depth. The inferred true optical depth (with correction of
forward scattering, ‘‘C’’ in the Figure) agrees well with the
true optical depth. The difference is less than 5% at the high
end of optical depth, and less than 0.01 at the opposite
extreme (less than 16% for the true optical depth of 0.05).

4. Observational Results and Validation

[22] The ARM SGP site has been equipped with a suite
of instruments to study clouds and radiation transfer. We
apply our retrieval algorithm to MFRSR measurements
obtained at the ARM SGP site. The MFRSR has been
continuously operated at the site for a decade, and more
than 60 Langley events have been obtained each year. The
solar constants at the passband obtained from Langley
regressions are interpolated and extrapolated to any par-
ticular day by using a temporal and spectral analysis
procedure [Forgan, 1988]. The accuracy of solar constant
at a non-gaseous absorption passband, based on the
Langley regression calibration, is within 1% [Michalsky
et al., 2001]. Therefore, we expect the transmittance under
cloudy conditions to be better than 1%.

[23] Cloud vertical profiles are observed by a zenith-
pointing millimeter-wave cloud radar (MMCR), which is
located within about 100 m of the radiation instruments.
The upper panel of Figure 5 shows reflectivity from the
MMCR that was observed on March 13, 2000 using
the algorithm of Clothiaux et al. [2000]. The Figure shows
the passage of two cirrus clouds over the site separated by a
clear-sky gap that extended for 15:30 to 16:20 UTC. The
bottom panel of Figure 5 shows cloud and aerosol optical
depths inferred from measurements of the MFRSR obtained
during the same period. In the Figure, we also indicate the
apparent optical depth from which the forward scattering
contribution has not been removed. Note that there is a
15-minute shift of the clear-sky gap between the two
measurements due to the different viewing geometries of
the instruments: a zenith-viewing radar vs. a sun-viewing
MFRSR. During the clear-sky gap, the mean aerosol optical
depth was 0.12 with the maximum exponent coefficient of
1.2. Therefore, the threshold for discriminating between the
cloud and aerosols present is 1 in this case. Aerosol optical
depth changes slightly with a mean of 0.22. The cirrus cloud
optical depth varies from 0 to 7.2, which is almost twice as
much as apparent optical depth. A gap of no data between
20:35 and 20:45 UTC for the apparent optical depth is due
to a decrease of the observed direct beam tramsmittance
below the minimum detection limit of the MFRSR (0.001).

Table 1. The Quadratic Fitting Coefficients for Both Water and Cirrus Clouds (x.yyy(�z) = x.yyy*10�z)

Fitting Coefficients

Cirrus Clouds Water Clouds

SZA < 45 45 � SZA � < 60 SZA > 60 SZA < 45 45 � SZA � < 60 SZA > 60

a 1.0012(�1) 7.3666(�2) 2.1275(�1) 4.4072(�1) 4.5933(�1) 5.0184(�1)
b 9.9163(�2) 1.0157(�1) 4.7279(�2) 5.6432(�2) 3.4323(�2) 1.9060(�2)
c �6.9077(�3) �6.6366(�3) �8.3665(�3) �3.9574(�3) �1.4008(�3) �5.1718(�3)
d 3.1320(�1) 3.2124(�1) 2.6392(�1) 1.8300(�1) 1.8534(�1) 1.7050(�1)

Figure 3. Simulated direct beam measurements of MFRSR as a function of optical depth, and other
blocked components.
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Figure 4. The simulated and fitted transmittances of a MFRSR, and transmittance without forward
scattering (solid dot); and the scattergram of true optical depths, inferred apparent optical depths (P), and
inferred optical depths with forward scattering correction (C).

Figure 5. The reflectivity of cirrus cloud measured by the MMCR, and inferred optical depths of
aerosol and cloud at the ARM SGP site on March 13, 2000.
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During this period, the cloud optical depth is inferred from
diffuse transmittance of the MFRSR at 415 nm using the
NLSM algorithm [Min and Harrison, 1996a]. It is worth-
while to note that the minimum detection limit of a MFRSR
determines the maximum detectable slant optical depth of
the cloud. The maximum detectable optical depth for clouds
changes with the solar zenith angle.
[24] The MFRSR simultaneously measures the direct

normal, diffuse and global irradiances by a blocking tech-
nique. As pointed out previously, it guarantees that the
measured spectral irradiances are self-consistent and that the
accuracy of all components is the same. We take advantage
of this to check the consistency of the results for inferred
optical depths determined above. We input our inferred
optical depths for aerosols and clouds from the direct beam
component into a radiation transfer model, and then com-
pare the modeled diffuse and global irradiances with mea-
surements from the MFRSR. In the simulation, we assume
the surface albedo to be 0.036. Figure 6 shows the com-
parison of observed and modeled diffuse and total trans-
mittances. Comparison of transmittances instead of
irradiances avoids the uncertainty associated with the ex-
traterrestrial solar spectrum used in the radiative transfer
model [Harrison et al., 2003]. To ensure consistency in the
comparison, we have to also correct the observed diffuse
irradiance to restore the amount of that component that
passes through the FOVof the MFRSR and thus, is blocked
by the shadow band. The corrected diffuse transmittance
can be written as

Idifcorr ¼ I
dif
obs þ m0 exp �tP=m0

� �
� exp �tT=m0

� �� �
ð11Þ

where tT and tP are total optical depth in the column of
the atmosphere with and without forward scattering

correction, respectively. No correction is applied during
the clear-sky period, When tP (and eventually tT) is large
under cloudy conditions, the correction will be small as
expected. Since there are no direct measurements of the
single scattering albedo (SSA) and phase function of
aerosols for this case, we use two sets of values to
represent these properties in our calculation: 0.96 and 0.92
for the SSA and 0.76 and 0.70 for the asymmetry factor to
represent rural and urban aerosols, respectively. The
modeled diffuse transmittances with apparent cirrus optical
depth does not agree with either the corrected or
uncorrected measurements of diffuse transmittances. Alter-
natively the model diffuse transmittances that are calcu-
lated using the true cirrus optical depth agree reasonably
well with the corrected diffuse transmittances of the
MFRSR; the former lies between the results under rural
and urban aerosol conditions, as shown in the top panel of
Figure 6. The same conclusion can be drawn from the
comparison of total transmittances, shown in the bottom
panel of Figure 6. The mean differences between
measurements and modeled results are 5% and 6% for
rural and urban aerosol condition, respectively. These
results validate our retrieval approach and demonstrate that
the uncertainty of the inferred results is about 6%.

5. Summary

[25] In this research we develop an accurate retrieval
method of thin-cloud optical depth from surface-based
measurements of a narrow band radiometer. Thin-clouds
occur frequently on a global scale, and thus are climatically
important. Additionally, the presence of thin cirrus clouds
can affect the accuracy of space-based observations of
atmospheric and surface properties. Accurate surface based
retrieval of thin cirrus optical depth is valuable for evalu-

Figure 6. The comparisons of observed and modeled diffuse and total transmittances.
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ating and enhancing the consistency of space-based mea-
surements that are directed at improving global observations
of thin cirrus clouds.
[26] The retrieval method that we develop is based on

solar direct beam observations of the MFRSR, which is a
seven-channel radiometer with six passbands of 10 nm
FWHM centered near 415, 500, 610, 665, 862, and
940 nm, and an unfiltered silicon pyranometer. The
instrument has not only been operating at the ARM
SGP site for almost a decade, but is currently deployed
at numerous sites globally. For the retrieval we take
advantage of simultaneous spectral measurements of
direct and diffuse transmittance of the MFRSR and
temporal and spectral variations in the observed clouds
and aerosols. Under conditions of optically thin clouds,
particularly clouds with ice crystals, sensors, such as the
MFRSR, with a finite FOV observes not only the
attenuated direct solar beam but also radiation that has
been forward scattered by cloud particles into the instru-
ment’s FOV. This introduces a measurement error that is
significant at low cloud optical depths. This issue was
most recently addressed by Joseph and Min [2003]. We
develop a simple correction scheme that effectively
removes this error. Specifically a polynomial fitting
technique is developed from simulated measurements of
the MFRSR for a range of atmospheric conditions. The
simulations are conducted using a modified DISORT
code that can accurately compute radiative intensity for
strong forward scattering by thin cirrus and water clouds.
Results from analysis of the uncertainty of the method
show that it produces retrievals that are better than 5% or
0.05 when cloud optical depth is less than 1.
[27] The retrieval method with the correction technique

is validated with observations collected at the ARM SGP
site during and intensive observation period. A case study
period on March 13 2000 where thin cirrus is present
with broken periods is selected from review of Radar
data. The retrieval method is applied to obtain the cloud
and aerosol optical depths throughout the period. The
consistency of the retrieved optical depths are then tested
by incorporating them into a radiative transfer model to
simulate the total, direct and diffuse transmittances at the
surface and comparing the modeled transmittances to
observation. Differences between the observed and simu-
lated transmittances suggest that the retrieved optical
depths have an uncertainty of about 6%.
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