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[11 A new technique for simultaneously retrieving cloud optical depth and effective
radius has been proposed. This approach is based on the angular distribution of scattered
light in the forward scattering lobe of cloud drops. The angular distributions can be
observed by multiple shadowband scans. Radiative transfer modeling simulations
demonstrate that accuracies for cloud optical depth, effective radius, and liquid water path
are 2%, 10%, and 2 gm 2, respectively, for given possible instrument noise and
uncertainties. Further, we have tested different measurement strategies and achieved
consistent accuracies. This technique will provide an approach to deal with the issue of

“CLOWD (cloud with low optical (water) depth).”

Citation:
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1. Introduction

[2] Aerosols and clouds play key roles in the atmospheric
energy balance and in the hydrological cycle. Detailed
knowledge of the radiative properties of aerosol and clouds
is crucial to obtain further advances in the study of climate
change. However, the ability to accurately measure cloud
optical properties is limited, particularly for optically thin
clouds. Recent assessment of the cloud liquid water path
(LWP) measurements at the ARM SGP site concludes that
uncertainty in state-of-the-art LWP retrievals using passive
microwave radiometer is 20 gm > with a bias of 15 to
30 gm 2 [Marchand et al., 2003]. The relative error is
overwhelmed when LWP is small. Furthermore, over 50%
of the warm liquid water clouds at the SGP site have LWP
less than 100 gm 2 with the mode of 40 gm 2. This means
that ARM with state-of-the-art instrument suites is still
unable to adequately observe over half of the overhead
clouds [Marchand et al., 2003].

[3] The radiative impact of clouds is governed by the
macrophysical and microphysical properties of the
clouds, especially cloud water path and particle size
and shape. Both solar and thermal radiation reaching
the surface or reflecting back to the space is a nonlinear
function of the cloud liquid water. Figure 1 shows
dramatic (exponential) changes in shortwave (SW) and
longwave (LW) radiation as a function of LWP for a
simple plane-parallel case. In this simulation, the solar
zenith angle is set to 45 degrees and a cloud layer is
placed between 1 and 2 km. The uncertainty of 20 gm >
in the LWP has relatively large radiative impact on SW
radiation (over 150 wm ) when LWP is small. The
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magnitude of radiation uncertainty strongly depends on
the effective radius of clouds: the smaller the effective
radius the greater the uncertainty. It illustrates the
importance of accurate measurements of both LWP and
effective radius. Although LW radiation is insensitive to
effective radius of clouds, LW cloud radiative forcing
changes significantly with LWP when LWP is small.
Furthermore, research on aerosol indirect effect on clouds
also needs accurate measurements of LWP and effective
radius. Therefore it is vitally important to measure LWP
and effective radius accurately and simultaneously, par-
ticularly for low-LWP conditions.

[4] Various efforts have been made to derive cloud
optical and microphysical properties from visible and
infrared radiation measurements, from passive microwave
radiometers, and from active measurements from radars
and lidars. However, no single sensor has proven to be
capable of doing the job for the wide variety of atmo-
spheric cloud situations, particularly retrieving LWP and
effective radius for low-LWP clouds. Several retrieval
algorithms have been developed to infer cloud optical
depth, using narrowband and broadband diffuse measure-
ments for overcast clouds [Leontieva and Stamnes, 1996;
Min and Harrison, 1996; Dong et al., 1997], normalized
difference cloud indexes for broken clouds [Marshak et al.,
2000; Barker and Marshak, 2001], and narrowband spec-
tral direct beam measurements for thin clouds [Min et al.,
2004]. All the methods require the microwave radiometer-
retrieved LWP as a constraint to derive the effective radius.
Those approaches, however, are ineffective for low-LWP
clouds or invalid for inhomogeneous scattering clouds
because of the limitation of these retrieval methods. As
discussed previously, these clouds are among the most
common clouds in the atmosphere. Therefore current
retrieval methods fail to accurately retrieve a measurable
amount of the global cloud optical properties. In general,
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path.

lidar systems detect essentially all clouds that are visible
from the ground and are within the range of instrument
height measurements. However, the laser beams are strongly
attenuated by cloud water, limiting lidar detection range of
cloud optical depth to ~2—3. The great strength of radar is
its ability to penetrate clouds and reveal multiple layers
aloft. The millimeter wave cloud radar, however, fails to
detect some of these clouds, especially if the clouds are
composed of small hydrometeors, or the clouds may be
thinner than the radar sample volume depth resulting in
partial beam filling and reduced reflectivity. It is vital to find
a means to observe low—liquid water clouds.

[s] To fill the current gaps in accurate small LWP
measurement, we propose a new multichannel and multi-
scan radiometer (MMR) that will simultaneously retrieve
cloud optical depth and effective radius. The angular
distribution of scattered light in the forward scattering
lobe of a particle changes rapidly with its size, but is
almost independent of its refractive index. The sizing of
particles from the angular distribution of their forward
scattering lobe can be traced back to the Eriometer of
Thomas Young in 1813. Since then, there have been
many applications even for smaller particles in the Mie
scattering region. Atmospheric scientists have a long
history of inferring aerosol extinction and the single-
scattering phase function from measurements of direct
and diffuse solar radiation in the solar aurcole where
brightness is enhanced around the solar disk because of
the forward scattering of light by the aerosol particles
[Hodkinson, 1966; Nakajima et al., 1983; Kaufman et al.,
1994; Dubovik et al., 2000]. Here we exploit the possi-
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bility to infer the size of liquid water cloud particles and
the liquid water path using the solar aureole technique.

2. Forward Scattering Lobe and Particle
Size Distribution

2.1. Mie Theory and Phase Function

[6] Radiative intensity of the solar aureole under cloudy
conditions is determined via optical properties of clouds,
particularly the forward scattering lobe of the single scat-
tering of clouds. Single scattering properties of spherical
water cloud particles can be accurately calculated by Mie
theory. However, different types of clouds have different
total numbers of densities, mean radii, and size distribu-
tions, and thus different radiative properties. Many research-
ers extensively studied the sensitivity of single scattering
properties of water clouds to the particle size distribution
and found that in many applications cloud optical properties
depend primarily on the effective radius, and are insensitive
to details of the size distribution such as modality, shape,
width, and higher moments [Hansen and Travis, 1974; Hu
and Stamnes, 1993]. The perturbations of cloud optical
properties obtained by changing the cloud droplet size
distribution for a given cloud liquid water content (associ-
ated with cloud concentration) and effective radius are
negligible compared with those resulting from changes in
the effective radius and liquid water content. This unique
dependence of cloud single scattering properties on effec-
tive radius and liquid water content provides an important
application for simultaneously retrieving cloud droplet ef-
fective radius and LWP from the forward scattering lobe
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scan. Figure 2 shows phase functions at 415 nm for an
effective radius ranging from 4 to 10 pm calculated by Mie
theory, and illustrates the fundamental physics for retrieving
effective radius from the forward scattering lobe. In the
calculations a lognormal distribution with a variance of 0.2
was assumed. Figure 2b is the expansion of Figure 2a for a
scattering angle ranging from 0 to 15 degrees, and shows
significant differences due to the size of cloud droplets. The
large effective radius is always associated with the strong
and narrow forward scattering. When the scattering angle
approaches 12 degrees the difference is diminished.

2.2. Shadowband Technique

[7] Various techniques have been used to measure solar
aureole radiation: tracking sunphotometry, shadowband ra-
diometer, and imaging aureole radiometer [Harrison et al.,
1994; Ritter and Voss, 2000]. The shadowband method has
proven robust for measurement accuracy and long-term
deployment [Min et al., 2005]. We propose a multiscan
shadowband radiometer that scans across the solar aureole.
The shadow band accurately rotates around the polar axis by
amicrocomputer controlled stepping motor to block a strip of
sky, which is sufficient to block the solar disk. The radiance
of solar aureole corresponding to the shadowband strip is
obtained by differencing the blocked and unblocked irradi-
ances measured by a Lambertian detector. As shadowband
rotating around solar aureole, the forward scattering lobe of
solar aureole and direct normal irradiance are measured by
the radiometer. The advantage of the shadowband technique
is that the forward scattering lobe (with direct normal
irradiance) and the total horizontal irradiance are simulta-
neously measured by the same detector. It allows accurate
determination of atmospheric transmittances without requir-
ing absolute calibration: Langley regression of the direct
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(a and b) Cloud phase functions for different effective radius and aerosol phase functions.

normal irradiance with associated forward scattering lobe
taken on stable, clear days can be used to extrapolate the
instrument’s response to the top of the atmosphere (TOA),
and this calibration can then be applied to the total horizontal
irradiance. Transmittances are calculated subsequently under
all-sky conditions as the ratio of the uncalibrated signal to the
extrapolated TOA value.

3. Retrieval Algorithm

3.1. Simulation of MMR Measurements and
Sensitivity Study

[8] To simulate the MMR measurements requires a for-
ward radiative transfer model that accurately computes the
radiation intensity. However, computing the radiation inten-
sity of clouds is very challenging, particularly for the solar
aureole region, because of the strong forward peak of the
phase function. To represent the o function-like forward
peak feature via the discrete ordinate methods requires a
large number of Legendre polynomial terms. The 6-M method,
which takes advantage of the fact that the higher-order terms
in the Legendre polynomial expansion contribute primarily to
the forward peak, truncates the Legendre polynomial to
effectively remove the forward peak and has proven to be a
most reliable means for flux computations [ Wiscombe, 1977].
However, if there are insufficient streams in the expansion,
the 6-M method results in oscillation of the truncated phase
function and causes problems for radiance computations in
both forward and backward directions. Min et al. [2004]
developed a radiative transfer model based on the DISORT
[Stamnes et al., 1988] that can yield the intensity field with an
error of less that 1% by combining the 6-fit method [Hu et
al., 2000] with exact computation of low orders of
scattering [Nakajima and Tanaka, 1988]. The model
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Figure 3. Simulated radiation intensity of water cloud
with optical depth of 1 and effective radius of 8.5 pm.

can accurately and rapidly compute radiances in both
forward and backward directions.

[0] In the following simulations, we use the Air Force
Geophysics Laboratory (AFGL) midlatitude model and aero-
sol profile from MODTRAN [Berk et al., 1989]. We divide
the atmosphere into 20 layers and confine a water cloud layer
at 1 -2 km. To get accurate radiance, we use 64 streams in the
Legendre polynomial expansion. An example of simulated
radiation intensity of clouds is shown in Figure 3. In the
simulation, the cloud optical depth is 1 with effective radius of
8 um and the solar zenith angle is 45 degrees.

[10] To simulate MMR measurements, radiation intensi-
ties of various cloud conditions calculated by our fast
radiative transfer model are blocked by the rotating shadow-
band strip at various blocking angles. We assume the
shadow band blocks radiation with an umbral angle of 2
degrees and polar angles from 0 to 90 degrees. Figure 4a
shows simulated MMR measurements as a function of
blocking angles from 0 to 15 degree for 7 different effective
radii. In this simulation, cloud optical depth and solar zenith
angle are set to 1 and 45 degrees, respectively. Magnitudes
of variation of blocked radiance (normalized intensity) for
different effective radii are smaller than changes of the phase
function because of the averaging effect of blocked area by
the shadowband strip. However, the forward scattering lobe
clearly varies with effective radius. As shown in Figure 4b,
the small blocking angle corresponds to the large dynamic
range of blocked radiance which is a function of effective
radius. When the blocking angle is less than 5 degrees,
changes of blocked radiance as a function of effective radius
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start to be detectable. From 5 degrees to about 1.4 degrees, the
blocked radiance decreases with increase of effective radius.
For a blocking angle less than 1.4 degrees, the blocked
radiance increases with effective radius because of strong
forward scattering of large cloud droplets. This demonstrates
that the information of cloud particle size is contained within
5 degrees of the forward scattering lobe of the Sun.

[11] Figure 5 shows the blocked radiance as a function of
cloud optical depth (equivalent to LWP for a given effective
radius). In this case, we set the effective radius to be 8§ pm
with solar zenith angle of 45 degrees. The forward scatter-
ing lobe broadens with increase of cloud optical depth due
to the enhancement of multiple scattering. As shown in
Figure 5b, at zero blocking angle the blocked diffuse
component into the field of view of MMR increases with
increasing optical depth and reaches a maximum at an
optical depth of 2.0, and then decreases. This is due to the
combined effect of increase of scattering and an exponential
decay of direct solar beam. The occurrence of the maximum
blocked radiance shifts to higher optical depth with increas-
ing blocking angle. Figures 4 and 5 demonstrate that both
effective radius and optical depth (or LWP) can be simulta-
neously retrieved from the measurements of the forward
scattering lobe of the solar aureole region.

3.2. Retrievals

[12] The blocked radiance, Fi(cy., @, e, T), can be
calculated by our forward radiative transfer model as a
function of solar zenith angle, «.,, blocking angle,
effective radius, r,, and optical depth, 7. For the measure-
ments of forward scattering lobe, we have:

€0 = by — Fo(Csza, 00,y Fe, T) — €Xp(—T/ c08(tsza))
e,-:b[—F,-((xsza,(x,-,re,T) 1::t1,:t2,,im

where b; and e; are measured blocked radiance and error in
the ith blocking angle, respectively. The MMR will scan
across the sky from the right to the left of the Sun. For the
Sun sensor direction (cg = 0), the measured radiance
contains both attenuated solar beam and forward scattering
components. The effective radius and optical depth can be
evaluated as the least squares minimum of the difference
between the measured and modeled radiances in the above
equation. On the basis of experience from multifilter rotating
shadowband radiometers (MFRSR), the accuracy of the solar
constant at a nongaseous absorption passband (wavelength
channel) from the Langley regression calibration is within 1%
[Michalsky et al., 2001]. Therefore, in the following tests we
set a random measurement error of 1%.

[13] Figure 6 shows simulated MMR measurements and
fitting results based on our retrieval. In this case, the cloud
effective radius and optical depth are set to be 8.5 pm and 1,
respectively. The Sun is at 40 degrees of the zenith. The true
values represent the measurements without errors; the
measured values contain 1% random noise in the scan.
The retrieval results are 8.42 pm and 1.004 for effective
radius and optical depth, respective. The errors are less than
1% for both effective radius and optical depth.

[14] Tracking accuracy is an issue for the shadowband
technique. Because of stepping error and possible misalign-
ment of the polar axis, a shift in blocking angles may occur in
the measurements. Therefore we assume an angular shifting
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Figure 4. Simulated shadowband scans (normalized intensities) (a) as a function of blocking angles
from 0 to 15 degree for 7 different effective radii and (b) as a function of cloud effective radius for
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of 0.4 degrees with random noise of 2% in blocking angle in
the scans in the following case. The setting for this case is the
same as the previous case except for the blocking angle shifts.
The retrieval results are 8.23 um and 0.998 for effective radius
and optical depth, respectively. The optical depth retrieval is
less sensitive to the shift than the effective radius. The error
for retrieving effective radius is up from 1% to 4%.

[15] To simulate real cloud scenes and test for a large
range of conditions, we set up 120 random cases as our
basic test. In these cases, the solar zenith angle changes
from 25 to 70 degrees; the cloud optical depth and
effective radius are randomly selected from 0 to 5 and
from 4 to 16 pm, respectively. A random noise of 1% in
radiometric error has been added to the measurements. As
done previously, a random blocking angle shift with a
maximum of 0.4 degrees is also applied to the measure-
ments of each case. Figure 7 shows the comparison
between input and retrieved optical depth and effective
radius of cloud and their relative errors. In Figure 7, we
also show the comparison of LWP calculated on the basis
of optical depth and effective radius and their retrieval
errors. The optical depth differences are less than 2% for
all cases. The errors for retrieved effective radius are up to
10% with most cases under 5%. For the range of LWP
up to 35 gm 2 the LWP differences are less than 2 gm .
It represents one order of magnitude improvement for
retrieving LWP from MWR (20—30 gm™?).

4. Instrument Design and Impacts

[16] Clouds change rapidly, requiring a fast scan across
the solar aureole region to retrieve their properties. This in
turn will affect the number of blocking measurements per
scan. Further, the transmission diffuser of the inlet optic has

a finite area. The diffuser, the width of shadowband strip,
and rotating geometry would limit the umbral angle of the
blocking band, and thus limit the first blocking angle away
from the Sun sensor direction. We test four possible scan
strategies using a first blocking angle of 2 or 3 degrees and
an incremental blocking angle of 1 or 2 degrees (or
equivalent to 29 and 15 steps of shadowband rotation). In
each test, we set up 120 random cases with possible
measurement uncertainties as discussed previously except
for different first blocking angles and incremental angles.
Figure 8 shows the statistics of possible errors of retrieved
optical depth, effective radius, and LWP. Figure 8a, the first
column, represents our basic test (see Figure 7). Sensitivity
of the forward scattering radiance to the effective radius
decreases as the blocking angle increases. If we change the
first blocking angel to 3 degrees, as shown in Figure 8b, the
errors of effective radius for most cases increase to 7% with
few cases up to 15%. Meanwhile, the errors of optical depth
increase slightly and are still less than 2%. The uncertainties
of LWP retrievals are less than 2.2 gm 2 If we reduce
scanning steps by half, the errors of LWP retrievals increase
to 3 gm * and 4 gm 2 for the first blocking angle of 2 or
3 degrees, respectively, as shown in Figures 8c and 8d. The
increased errors are mainly due to increases in uncertainty
of effective radius retrievals, as a consequence of fewer
forward scattering lobe samples. Nonetheless, the error of
LWP retrievals is much smaller than the retrievals from
MWR.

5. Discussion and Summary

[17] We have proposed a new technique for simultaneously
retrieving cloud optical depth and effective radius. This
approach is based on the angular distribution of scattered
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light in the forward scattering lobe of cloud drops in the solar
aureole region. The angular distributions of the forward
scattering lobe can be observed through multiple shadow-
band scans. Simulations demonstrate that accuracies for
cloud optical depth, effective radius, and liquid water path
are 2%, 10%, and 2 gm 2, respectively for given possible
instrument noise and uncertainties. This technique will fill
current gaps in the accurate measurement of small cloud
LWP.

[18] This technique can also be applied to the less
challenging problem of retrieving aerosol optical depth
and mean radius, since the forward scattering for relatively
small aerosol particles is not as strong as for cloud droplets.
Many previous retrieval approaches on the solar aureole are
valid for proposed measurements. With the proposed MMR
system (a multiple wavelength channels system), simulta-
neous spectral measurements of direct and diffuse transmit-
tance would further enhance the capability of detecting
aerosol and clouds. As described by Min et al. [2004],
temporal and spectral variations (two channels at 415 and
860 nm) in direct beam radiation can be used to discriminate
aerosol and very thin clouds. Furthermore, clouds and
aerosols exhibit different angular characteristics in the
forward scattering lobe. Aerosols and clouds can be dis-
criminated and separated from temporal, spectral, and
angular variations in the forward scattering lobe. Thus the
contamination of aerosols in cloud retrievals can be mini-
mized. With wavelength channels in ozone and water vapor
absorption bands, this multichannel multiscan radiometer
will be able to retrieve total amounts of ozone and water
vapor in the atmosphere. More importantly, the measure-
ments of forward scattering lobe will more accurately obtain
the direct beam radiance by removing possible forward
scattered radiance into the Sun sensor direction, resulting
a more accurate retrieval of optical depths of various species
(aerosol, cloud, ozone, and water vapor). Improved direct/
diffuse radiation ratios can be used to derive aerosol single
scattering albedo as well as to study radiation closure. The
advantages of simultaneous measurements of forward scat-
tering lobe (plus direct) and diffuse radiations using the
same sensor would allow accurate calibration of both direct
and diffuse radiation using Langley regression, and thus
accurate atmospheric transmittance. The total diffuse trans-
mittance will provide retrievals of cloud optical depth under
thick cloud conditions when direct beam radiation is fully
blocked by the cloud [Min and Harrison, 1996; Min et al.,
2003].
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